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For decades, �ow cytometry has been recognized as 
the classic technique for single-cell analysis. Used to 
detect and characterize distinct—and often incred-
ibly rare—cell types within large, heterogeneous 
populations, it has seen widespread use to support 
a diverse range of research applications. However, 
despite being an extremely fast, sensitive, and quan-
titative approach to cellular identi�cation, a major 
limitation of �ow cytometry is that it provides no 
morphological or spatial resolution. This restricts its 
utility to intensity-based analysis, leaving research-
ers in the dark when it comes to establishing exactly 
where in a cell a particular signal originates from.

To gain deeper insights from samples that are of-
ten available in only short supply, many research-
ers are turning to imaging �ow cytometry (IFC) as 
a preferred alternative to standard �ow cytometry 
techniques. By combining the high-throughput, 
multiparametric analysis capabilities and statistical 
signi�cance of �ow cytometry with the morpholog-
ical and spatial resolution of microscopy, imaging 
�ow cytometry provides researchers with the abili-
ty to capture multiple digital images of many thou-

sands of individual cells in just minutes. This infor-
mation can be used to create highly detailed cellular 
pro�les, allowing comparison with other cell types 
to interrogate speci�c sub-populations or to estab-
lish links between cellular phenotype and disease.

One of the current challenges of analyzing the vast 
data sets generated by imaging �ow cytometry is 
the level of expertise necessary to perform com-
plex masking and feature calculation. In this ebook, 
we explain how leveraging the power of machine 
learning (ML) and arti�cial intelligence (AI) can help 
researchers more e�ectively analyze their imaging 
�ow cytometry data, before delving into some spe-
ci�c use cases. These include using AI to support 
micronuclei detection and to measure the immuno-
logical synapse and applying machine learning to 
quantify white blood cells (WBCs).

Benefits of imaging flow cytometry

Unlike conventional �ow cytometry, which typically 
uses �uorescence intensity as a measure of distinct 
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Imaging Flow Cytometry  
More Accessible 
Machine learning and arti�cial intelligence are being used to help 
researchers analyze their data more e�ectively.

Emma Easthope



5

cell surface markers, imaging �ow cytometry com-
bines bright�eld, dark�eld, and �uorescence-based 
detection all in one platform. This is achieved using 
20×, 40×, or 60× objectives in addition to a unique 
time delay integration (TDI) charge-coupled device 
(CCD) camera. Although both techniques operate 
similarly, imaging �ow cytometry not only acquires 
�uorescence intensity but also provides detailed im-
agery of every cell within a sample. To view morpho-
logical and structural cellular properties, researchers 
simply select any dot within a dot plot to look more 
closely at an individual cell or select a speci�c bin 
within a histogram to see all the cells within a de-
�ned sub-population.

Depending on the number of fluorescent chan-
nels the imaging flow cytometer has available, it 

is possible to capture as many as 12 digital images 
of each cell (brightfield and darkfield images, plus 
10 fluorescent readouts), translating to hundreds 
of thousands of images per sample. The depth of 
information on a cell-by-cell basis is comparable 
to that of standard microscopy. However, because 
imaging flow cytometry also benefits from the sta-
tistical significance of large sample sizes common 
to conventional flow cytometry, it is considerably 
more powerful than either technique used alone. 
These features of imaging flow cytometry make 
it well-suited to a broad range of applications, in-
cluding studies designed to monitor multiple sub-
cellular compartments, or to locate and quantify 
the distribution of signaling molecules on, in, or 
between cells.

An object map is a two-dimensional representation of a high dimensional data set, where each color represents a unique population and the 
proximity between clusters represent how morphologically distinct each population is. In this example, it was used to discover four unique cell 
populations by viewing images from each cluster. These populations were characterized as long cells with uniform �uorescence, long cells with 
bright caps, round cells with bright caps and round cells with uniform �uorescence.
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Challenges of imaging  
flow cytometry

Although imaging �ow cytometry provides extraor-
dinarily rich morphological and spatial information, 
handling such vast quantities of data presents sig-
ni�cant challenges. For want of a better approach, 
analyses are often based on just a small number of 
selected features, many of which are identi�ed man-
ually by applying binary gates. While such a strategy 
can work in the hands of a researcher experienced in 
imaging �ow cytometry analysis, it is highly prone 
to user bias and requires considerable interaction 
with the data. Moreover, by failing to consider all the 
available information, manual analysis of imaging 
�ow cytometry data can lead to valuable insights 
being overlooked.

New frontiers in analyzing IFC data

Recently, arti�cial intelligence, and speci�cally ma-
chine learning, have driven huge advances within the 
�eld of bioimaging research. Machine learning uses 
algorithms to identify and separate distinct cellular 
populations.  An example is the linear discriminant 
analysis (LDA) that   creates unique classi�ers based 
on optimally combining multiple image character-
istics and morphologies into population-speci�c 
features. AI, which utilizes deep learning algorithms, 
exploits the opportunities a�orded by user guided 
training and computer vision to further simplify mul-
timodal image analysis, thereby reducing user-relat-
ed variability and improving the overall quality and 
reliability of imaging �ow cytometry data analysis.

As well as helping to reveal �ndings that would 
otherwise remain hidden within an overwhelming 
wealth of experimental readouts, machine learning 

and AI have been fundamental in increasing the 
uptake of imaging �ow cytometry. In turn, this has 
paved the way to the development of novel exper-
imental capabilities, consequently opening up a 
greater diversity of applications. Areas where imag-
ing �ow cytometry has proven especially valuable 
include phenotyping and identifying circulating tu-
mor cells, studying cell-cell interactions, and moni-
toring disruptions to cell signaling mechanisms.

To make imaging �ow cytometry more accessible, 
Luminex o�ers two imaging �ow cytometers (the 
Amnis® ImageStream®X Mk II and the Amnis® Flow-
Sight®) as well as two di�erent software options 
(IDEAS® 6.3 plus Machine Learning and the Amnis® 
AI Image Analysis Software, both of which are com-
patible with either instrument). We will now consid-
er some speci�c cases where the Amnis® platforms 
have been deployed: the adaptation of a cytokine-
sis-block micronucleus (CBMN) assay to an imaging 
�ow cytometry format for improved throughput; 
measurement of the immunological synapse (a rare 
entity that has historically been di�cult to analyze 
objectively), using FlowSight® imagery for immu-
nological synapse identi�cation; and development 
of a method for faster, more accurate quanti�cation 
of WBCs. 

About the author

Emma Easthope is the founder and director of 
Cambridge Technical Content Ltd, based in the U.K. 
Since graduating with a bachelor’s degree in biol-
ogy from the University of Kent at Canterbury in 
2000, she has gained extensive experience devel-
oping and running immunoassays within compa-
nies including Millennium Pharmaceuticals, Astra-
Zeneca, and Cellzome. 
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Introduction

The micronucleus (MN) assay is required by a num-
ber of regulatory bodies as a genetic toxicity screen-
ing test. MN originate from whole chromosomes or 
chromosome fragments that fail to be incorporated 
into the main nucleus following nuclear division.1 

Consequently, DNA damage can be assessed by 
quantifying MN in mononucleated (MONO) cells, or 
in once-divided binucleated (BN) cells through the 
use of Cytochalasin-B (Cyt-B) to block cellular divi-
sion—the latter method is preferable.2 Additional-
ly, cytotoxicity is typically quanti�ed by scoring the 
frequency of cells with one, two, and three or more 
(MULTI) nuclei (Figure 1). As a result, a rigorous set 
of criteria with which to score the assay has been 
developed, largely focused on morphological char-
acteristics of the cytoplasmic and nuclear imagery.3 

The assay is scored primarily using microscopy—the 
gold standard—and conventional �ow cytometry, 
each with advantages and limitations. Manual mi-

croscopy bene�ts from high-resolution imaging of 
nuclear and cytoplasmic cellular components, but is 
tedious and prone to scorer variability.4 Flow cytome-
try o�ers high-throughput data acquisition, but lacks 
the ability to visually con�rm key events, making ad-
herence to the scoring criteria impossible.5 The use 
of imaging �ow cytometry (IFC) to perform the MN 
assay overcomes many of the disadvantages of oth-
er scoring methods, permitting the high-throughput 
capture of cytoplasmic and nuclear imagery, as well as 

Automated Scoring of the  
Micronucleus Assay Using Imaging 
Flow Cytometry and Amnis® AI
Deep learning improves the detection of subtle image morphologies in 
the micronucleus assay and permits automated, unassisted scoring.

Matthew A. Rodrigues, Ph.D., Christine E. Probst, Bryan Davidson, Michael Riedel,  
Yang Li, and Vidya Venkatachalam, Ph.D.

Figure 1. Representative IFC imagery of key events in the cytokine-
sis-block version of the MN assay. (A) Mononucleated cell. (B) Binu-
cleated (BN) cell. (C) BN cell with a MN. (D) Multinucleated cells. (E) 
Examples of imagery that should not be scored, including a BN cell 
with one irregularly shaped nucleus (top) and a multinucleated cell 
with abnormal nuclear morphology (bottom).
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the automated identi�cation and quanti�cation of all 
key events in IDEAS® Software.6 However, IFC requires 
expert knowledge to create a feature-based analysis 
strategy in IDEAS that correctly identi�es subtle mor-
phologies in the imagery, which can be challenging. 
Therefore, a more robust and readily accessible im-
age-based solution is desirable. 

The Amnis® AI  software package is a convolutional 
neural network (CNN)-based deep learning platform. 
CNNs are e�ective at extracting large amounts of in-
formation from complex data sets,7 and have been 
shown to be well-suited to analyze IFC data.8 There 
are several advantages to using CNNs to perform 
the required image analysis in the MN assay, includ-
ing enhanced translatability across cell lines and the 
elimination of complex image analysis strategies. 
Additionally, the Amnis® AI software has been de-
signed with an interface that allows users to interact 
with the imagery and the neural network in an itera-
tive manner to construct models from their IFC data. 
This permits users with any level of familiarity with 
CNNs to train, visualize, validate, and share models. 

Here, we describe the use of Amnis® AI software to 
develop a classi�cation model that scores all critical 
events in the MN assay and eliminates events that 
deviate from the scoring criteria. Our results demon-
strate that AI-based scoring compares well to manu-
al microscopy, and establishes the feasibility of com-
bining IFC and AI to perform the MN assay.

Materials and methods

Cell culture, exposure to test chemicals, 
and sample preparation

TK6 cells were cultured (37°C, 5% CO2) in RPMI-1640 
media supplemented with 10% FBS, 1% non-essen-
tial amino acids, 1% sodium pyruvate, and 1% pen-
icillin-streptomycin. Test chemicals included Mito-
mycin C, Etoposide, and Mannitol (negative control), 

and were introduced into separate T25 culture �asks 
containing TK6 cells at approximately 7x105 cells/
mL. Following a 3-hour exposure time, cells were 
centrifuged to remove the test chemical and were 
cultured in 10 mL of fresh media containing 3 μg/
mL of Cytochalasin B (to block cytokinesis) for an 
additional 24 hours. All samples were then pelleted, 
and 75 mM KCl was added to swell the cells plus 4% 
formalin to �x them. Cells were then washed (1X PBS 
with 2% FBS), stained with Hoechst 33342, and pre-
pared for microscope scoring or IFC data acquisition.

Microscope scoring and IFC acquisition

Using a Nikon Eclipse E600 �uorescent microscope 
(Nikon, NY, USA), 1,000 BN cells per culture were scored 
at 100X for the presence of MN to assess genotoxicity, 
and an additional 500 cells were scored and classi�ed 
as either MONO, BN, or polynucleated (POLY) cells to 
assess cytotoxicity.9 For IFC data acquisition, all sam-
ples were run on an ImageStream®X Mk II dual CCD 
camera system (Luminex Corporation, Seattle, WA, 
USA) at 40X magni�cation with the 405 nm laser set to 
15 mW. Channels 1 and 9 were used to capture cyto-
plasmic images from the BF LED and Hoechst images 
(nuclei and MN) were captured in channel 7. All MMC 
samples were loaded manually and three data �les of 
15,000 events per culture were collected. All Etoposide 
and Mannitol samples were acquired using the 96-well 
plate autosampler and 30,000 events were collected 
per culture. The statistical signi�cance of any increase 
in the number of micronucleated cells was evaluated 
using a one-sided Fisher exact test (p< 0.001). 

Results

Model development in the Amnis® AI 
software package

The Amnis® AIsoftware (v1.0) trains machine learn-
ing models based on ground truth input data and 
applies these models to classify new data. The con-
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volutional neural network (CNN) is designed to work 
optimally on image data acquired on Amnis® IFCs. 
Using Amnis® AI software, a model was built and 
trained to score all key events in both versions of the 
MN assay,10 though only results relevant to the cyto-
kinesis-block version will be discussed in this article. 
A total of 25 data �les from the MMC experiments 
were loaded into the Amnis® AI software. Ground 
truth model classes representing the key imagery 
to be scored were created and populated using the 
cluster and predict algorithms. Using segments of 
1,500 images randomly selected by the software, 
the cluster algorithm groups similar objects togeth-
er. As the ground truth model classes become more 
well-de�ned, the clustering improves and islands of 
like-imagery within a segment begin to emerge (Fig-
ure 2A). The predict algorithm assigns model classes 
to the remaining unclassi�ed objects based on the 
imagery of the ground truth data. Since the predict 
algorithm assigns classes to objects that are unlike 
the cluster algorithm, it requires at least 25 examples 
of each class. Generally, providing more examples of 
ground truth will improve the results of the predict 
algorithm and the quality of the visualization on the 
object map (Figure 2). The advantage of this work-
�ow is that from within the cluster or predict algo-
rithms, the user can assign individual objects, entire 
clusters, or whole predicted groups to the appropri-
ate ground truth model classes, enabling rapid con-
struction of models containing thousands of ground 
truth objects. A total of 31,500 ground truth objects 
were split into an 80/10/10 ratio to train, validate, 
and then test the model. 

Amnis® AI MN model accuracy

Table 1 shows the accuracy of the model to score all 
the relevant key events in the cytokinesis-block ver-
sion of the MN assay. Amnis® AI software provides re-
sults for precision, recall, and F1—common AI metrics 
to measure model accuracy in machine learning. Pre-

cision and recall individually provide a measure of the 
rate of false positives and false negatives, respectively. 

Figure 2. Diagrammatic view of the Amnis® AI software work�ow. 
Once the user has loaded data into the Amnis® AI software, the 
segment option is used to randomly select 1,500 objects. The user 
can run the cluster algorithm (A), which the software uses to group 
like objects together based on the imagery of both the unclassi�ed 
and the ground truth objects. The predict algorithm (B) can also be 
run, which attempts to predict the correct model classes for all un-
classi�ed objects in the segment based on learning from the truth 
objects already assigned to speci�c classes. From the results of both 
the cluster and predict algorithms, the user then manually assigns 
objects (individually or in large groups) to their appropriate ground 
truth model classes.

Model class Precision (%) Recall (%) F1 score (%)

Mononucleated cell 97.0 99.0 98.0

Binucleated cell 98.8 97.4 98.1

Binuclated cell with MN 95.0 97.7 96.3

Multinucleated cell 93.7 97.8 95.7

Irregular morphology 91.6 85.1 88.3

Table 1. Precision, recall, and F1 scores for the relevant model classes 
for the cytokinesis-block version of the MN assay. Accuracy statistics 
ranged from 85.1% to 99.0% for all classes.
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The F1 score is the harmonic mean of precision and 
recall, and provides a broader view of the overall ac-
curacy of the model. The model accuracy statistics 
ranged from 85.1% to 99.0%, with the lowest accura-
cy occurring in the irregular morphology class. This 
is not unexpected, as many objects that belong in 
this class have subtle morphological irregularities in 
the imagery (e.g., slightly overlapping nuclei, nuclei 
of di�erent sizes and/or intensities, etc.), which ne-
cessitate their exclusion from scoring.3 In general, 
the model performs well to identify all key events in 
the cytokinesis-block version of the MN assay.

Microscopy and Amnis® AI  
dose-response data

Figure 3 presents the dose-response results follow-
ing exposure of TK6 cells to Mitomycin C, Etoposide, 
and Mannitol for both microscope and Amnis® AI 
scoring. For MMC and Etoposide, statistically signif-
icant increases (p<0.001) in the number of micro-
nucleated cells were observed in all doses tested 
when compared to solvent controls. For Mannitol, 
no statistically signi�cant increases in MN frequency 
were observed at any dose, as expected. Cytotoxici-
ty values were higher for Amnis® AI scoring than for 
microscopy, which may be the result of improved ro-
bustness of the assay when using IFC, as many more 
cells can be scored. On average, across all data �les, 
5,500 MONO cells, 7,200 BN cells, and 1,300 POLY 
cells were scored—a total of 14,000 cells. This rep-
resents a substantial increase in the number of cells 
typically scored for the presence of MN and to assess 
cytotoxicity, respectively.9 

Conclusions

This article demonstrates the use of the Amnis® AI 
software package to identify and quantify key imag-
ery in the MN assay. The use of IFC combined with an 
image-driven CNN analysis model o�ers a number 

of advantages over traditional scoring methods, in-
cluding a dramatically simpli�ed analysis work�ow 
and higher translatability due to the plasticity of the 
neural network in comparison to feature-based im-
age analysis techniques. Additionally, through the 
combination of IFC and Amnis® AI, several thousand 
more key events can be scored than is feasible with 
microscopy, providing a more statistically robust 
quanti�cation of genotoxicity and cytotoxicity. Fur-
thermore, the use of Amnis® AI to score the MN as-
say is more streamlined, as it overcomes the tedious 
nature of microscope scoring and eliminates the 
complexities of feature-based image analysis. Fur-
thermore, with the availability of several addition-
al image detection channels on the CCD camera, a 
multiplex assay could be developed in which mark-
ers are included for the identi�cation and quanti�ca-
tion of apoptotic and necrotic cells that would also 
have the potential to incorporate nuclear membrane 

Figure 3. Genotoxicity measured by the percentage of BN cells 
with MN using microscopy (clear bars) and Amnis® AI (striped 
bars), as well as cytotoxicity assessed by microscopy (black cir-
cles) and Amnis® AI (blue circles) for (A) Mitomycin C (MMC), (B) 
Etoposide, and (C) Mannitol. Asterisks indicate statistically signi�-
cant increases in MN frequency. Error bars represent the standard 
error of the mean (SEM) of the MN frequency from six data �le 
replicates (three data �les per culture from duplicate cultures) for 
MMC, and the SEM of MN frequency from one data �le per culture 
from triplicate cultures for Etoposide and Mannitol.
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markers to further confirm the legitimacy of MN via 
colocalization with the DNA stain. 

Overall, the results presented here demonstrate how 
the use of an Amnis® AI model to score the MN assay 
yields results that are comparable to visual micros-
copy—the gold standard scoring method—and of-
fers several advantages over both microscope, and 
flow cytometry-based methods.
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T cells are activated through the interaction of the 
antigen-specific T cell receptor (TCR)-CD3 complex 
and major histocompatibility complexes (MHCs) 
on the surface of an antigen-presenting cell (APC). 
These interactions result in signaling transduction 
pathways that lead to the proliferation and differ-
entiation of T cells, permitting proper immune re-
sponses.1,2

The immune synapse (IS) is a dynamic and highly 
organized interface between a T cell and an APC. IS 
formation requires cortical actin cytoskeleton rear-
rangement, which provides stability when receptors 
bind to F-actin bundles.3,4 IS formation can be mea-
sured using fluorescence microscopy (e.g., confocal, 
TIRF, or super-resolution techniques) by fluorescent-
ly labeling molecules that are recruited to the inter-
face and imaging their colocalization. However, im-
mune synapses are rare events, and studying them 
using traditional microscopy techniques can be dif-
ficult, time-consuming, and can generate low statis-
tical significance.

In this study, we used the Amnis® FlowSight® Im-
aging Flow Cytometer and IDEAS® Software to iso-
late T cell-APC conjugates, identify the region of cell 
contact by F-actin localization, and evaluate the per-
centage of T cells with organized immune synaps-
es. Further, we employed Amnis® AI Image Analysis 

Software for immune synapse image classification, 
and included criteria to identify subtle morphologi-
cal differences, improving the efficacy of the classifi-
cation model. 

Identifying conjugates

To generate T cell-APC conjugates, Raji B cells were 
treated with 5 µg/mL Staphylococcal enterotoxin B 
(SEB) to make APCs. T cells were isolated from human 
blood with RosetteSepTM prep (Stemcell Technolo-
gies). T cells and APCs were incubated at a 1:1 ratio 
for 45 min. After incubation, the cells and conjugates 
were fixed and stained with CD19-AlexaFluor™ 488, 
CD3-PE-TexasRed™, Phalloidin (F-actin)-AlexaFluor™ 
647, and DAPI. 

The FlowSight® Imaging Flow Cytometer with a 20X 
objective was used to collect 30,000 events.

Figure 1 shows the gating strategy to isolate conju-
gates using Amnis® IDEAS® Software.

By plotting the Bright Detail Intensity of F-actin vs. 
the Bright Detail Similarity (colocalization) of CD3 
and CD19 at the interface (Figure 1E; Valley mask), we 
quantified the percentage of T cells in an organized 
immune synapse. The percentage of T cells in the im-
mune synapse gate was 10.04% for the SEB-treated 
sample vs. 0.98% for the control (no SEB). 

Analysis of T Cell-APC Interactions 
Performed using the high-throughput Amnis® FlowSight® Imaging 
Flow Cytometer and Amnis® AI Image Analysis Software.

Maria Gracia Garcia Mendoza, Ph.D., Bryan Davidson, and Haley R. Pugsley, Ph.D.
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Careful examination of the cells in the “No Synapse” 
and “Immune Synapse” populations revealed several 
conjugates that contained more than two cells had 
slipped through the initial gating strategy (Figure 1F). 
Identifying these cells for exclusion in IDEAS can be 
time-consuming with large sample sizes, so we em-
ployed the new Amnis AI Image Analysis tool. Image 
classi�cation in Amnis AI is based on convolutional 

neural networks (CNN), a type of deep learning neu-
ral network that uses convolution to interpret visual 
inputs.5 Amnis AI works by training a classi�cation 
model based on truth input data and applying the 
trained model to classify new data. Data �les from �ve 
di�erent independent experiments were merged us-
ing IDEAS Software. To create the IS Amnis AI model, 
truth populations (including “No Synapse,” “Immune 

Figure 1. Gating strategy for immune synapses in IDEAS® Software. A) The aspect ratio vs. the area of the Bright�eld (BF) image identi�es 
doublets. B) The intensity of CD3 vs. CD19 identi�es doublets with both CD3 (orange) and CD19 (green). C) The aspect ratio vs. the area of the 
CD19 signal from the doublet population identi�es doublets with only one CD19+ cell. D) The aspect ratio vs. the area of the CD3 signal from 
doublets identi�es those with only one CD3+ cell. E) A Valley mask applied on DAPI identi�es the interface of the synapse, where the two cells 
connect. The high expression of actin in this region identi�es an immune synapse. The Bright Detail Similarity of the CD3 and CD19 signals 
identi�es conjugates that have overlapping CD3 and CD19, indicating a strong junction between the T cell and the APC. F) The Bright Detail 
Intensity at the interface with high actin signal vs. the Bright Detail Similarity (colocalization) of CD3 and CD19 identify the “No Synapse” and 
“Immune Synapse” populations. Con�rmatory single image analysis by eye identi�es conjugates with more than two cells (yellow arrow, 
Figure 1F). 
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Synapse,” and “More than 2 Cells”) were imported 
from IDEAS Software and were hand-tagged. Each 
population contained approximately 600 conjugates. 
The input channels included Bright�eld (Ch1), CD19 
(Ch2), CD3 (Ch4), and Actin (Ch11). A training experi-
ment was created, and the model was trained and ap-
plied to the control and SEB-treated samples report-
ed in Figure 1. The DAF �les were updated to visualize 
the classi�cation in IDEAS. 

Evaluating the accuracy of the 
Amnis® AI model

The prediction probability provides an overall indi-
cator of con�dence for each population (Figure 2A). 
The columns represent the objects predicted to be 
members of the corresponding population; rows 
show the median prediction probability for each 
population. Elements on the diagonal represent a 
match of truth data to prediction, with larger num-
bers indicating higher con�dence.

The classi�cation e�ciency of the model (Figure 
2B) describes Precision (a measure of false positives 
where Precision = true positive / (true positive + false 

positive) ), Recall (a measure of false negatives where 
Recall = true positive / (true positive + false negative) 
), and the F1 score (a measure of the accuracy of the 
model where F1 = 2 ( (Precision * Recall) / (Precision + 
Recall) ) ), where larger values indicate higher accura-
cy. Scores for the Amnis AI model averaged 91%. 

Utilizing Amnis AI, the percentage of T cells in the 
immune synapse gate was 7.01% for the SEB-treated 
sample vs. 0.65% for the control (no-SEB); this is an 
accurate count that easily excluded conjugates with 
more than two cells (as seen in yellow, Figure 2C).

Applying the model to  
experimental data

The accuracy of the Amnis® AI model was validated 
by exposing Raji B cells to various concentrations of 
SEB (0–20 µg/mL) for 15 min to make APCs. Then, T 
cells were incubated with SEB-treated Raji cells at a 
1:1 ratio for 45 min before being �xed and stained 
as described above. An Amnis AI classi�cation ex-
periment was created using the IS Amnis AI model, 
and the percentage of T cells with immune synapses 
was calculated for each SEB concentration in a clas-

Figure 2. Amnis® AI training experiment results. A) Confusion matrix of truth vs. classi�cation results of the training experiment. B) Classi�ca-
tion e�ciency of the IS Amnis AI model. C) Updated histogram displaying the conjugates with more than two cells identi�ed by the IS Amnis 
AI model in yellow. 
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si�cation experiment. As expected, the percent of T 
cells in synapse increased with increasing SEB doses 
(Figure 3).

Conclusions

The quantitative power of large sample sizes and 
microscopy information provided by FlowSight® im-
aging �ow cytometry can measure the formation of 
the immunological synapse and actin aggregation at 
the interface. IDEAS® Software is a powerful tool that 
provides advanced imaging cytometry analysis tech-
niques; however, to analyze IS, it takes an experienced 
user to create the appropriate features and masks 
for the analysis, which can be di�cult. In this exper-
iment, conjugates with more than two cells could 
still be visualized in both the “Immune Synapse” and 
“No Synapse” populations after time-consuming, im-
age-by-image identi�cation. Using Amnis® AI Image 
Analysis Software, these conjugates were easily iden-
ti�ed, o�ering a more accurate and reliable method 
for quantifying rare events such as T cells with immu-
nological synapses. Further, Amnis AI Image Analysis 
Software partners with IDEAS to greatly simplify data 
analysis, providing robust imaging classi�cation re-
sults that transfer well to similar applications. 
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Introduction

A white blood cell (WBC) differential is an enumer-
ation of the counts and relative percentages of spe-
cific cell types in blood, and is a critical component 
for evaluating patient health and detecting the pres-
ence of infection or disease. A key component of 
WBC differential analysis is the five-part differential, 
which enumerates the eosinophil, neutrophil, ba-
sophil, monocyte, and lymphocyte populations. In 
the absence of disease or illness, each of these five 
populations should fall within a specific range, so if 
any of these populations appears outside of these 
ranges, the sample is flagged for further evaluation. 

The WBC differential is typically performed by mor-
phologically assessing between 100 and 200 WBCs 
on a slide. However, this manual process can lack 
objectivity, repeatability, and scalability, and makes 
it difficult to quantify subtle changes or identify less 
prevalent cell populations. To address the limitations 
of manual differential assessment, flow cytomet-

ric methods that incorporate immunofluorescence 
staining to identify specific cell types have been 
developed and have gained prominence in recent 
years. These methods involve using several markers 
to identify and quantify one or more cell types. 

Flow cytometric methods offer the benefit of pro-
viding objective, repeatable results that scale well; 
However, they can be expensive and sample prepa-
ration may be time-consuming. Furthermore, flow 
cytometry alone does not provide the image data 
needed to morphologically assess the validity of the 
identified populations, which is a significant barrier 
to their adoption. In this paper, we discuss a solution 
that uses imaging flow cytometry (IFC) and machine 
learning (ML) to overcome these shortcomings, 
while providing the benefits of both manual micro-
scopic imaging and flow cytometric analyses.

There are two key technologies used in our solu-
tion—the Amnis® ImageStream®X Mk II Imaging 
Flow Cytometer, which can rapidly acquire thou-

Morphological Characterization 
of WBC Five-Part Differential  
Using Machine Learning
Machine learning enables the characterization of subtle image  
morphologies to detect multiple populations in white blood cells 
without the need for immunofluorescence.

Vidya Venkatachalam, Ph.D., and Phil Morrissey, Ph.D.
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sands of images of spatially aligned cells in di�erent 
modes, such as Bright�eld (BF), side scatter (SSC), 
and several �uorescent channels, and the accom-
panying IDEAS® 6.3 image processing and statistical 
data analysis software, which provides sophisticated 
analysis tools to characterize cell morphology using 
shape, size, texture, and signal intensity features. Us-
ing mathematical computational methods based on 
the Linear Discriminant Analysis (LDA) ML algorithm, 
we convert these multi-dimensional biological input 
data characteristics into outputs that can be easily 
conceptualized and used for image classi�cation. 
By combining rapid acquisition and sophisticated 
data analysis technologies, the method we present 
here o�ers the bene�t of being able to rapidly ac-
quire and assess large numbers of cells for statistical 
robustness, along with ML algorithms for morpho-
logical image classi�cation to obtain a readily under-
standable and acceptable method for reliable veri�-
cation of cell classi�cation results. 

In our cell classi�cation paradigm, the user provides 
representative images for each of the populations 
of interest to train the classi�er. This can be accom-
plished by manually identifying example images, or 
when applicable, using immuno�uorescence to ob-
jectively identify the speci�c cell populations used 
to train the ML classi�ers. Allowing the user to pro-
vide the training data results in the classi�er output 
being tuned to the speci�c needs of the underlying 
application. The tuned classi�er can then be direct-
ly applied to test data in the same or similar experi-
ments to identify the di�erent populations. This pro-
cess removes manual subjectivity from the analysis, 
leading to results that are highly objective, repeat-
able, statistically signi�cant, and scalable.

Our method has two main components:

Training: Let M = the number of populations the user 
wants to classify where M ≥ 2. The user supplies the 

M training populations. We start by computing N 
= 1,000+ features per cell based on shape, size, tex-
ture, and signal strength, for the whole and speci�c 
cell compartments, including the nucleus, cytoplasm, 
and the membrane, using imaging modalities such as 
BF, SSC, and �uorescence. Thus, each cell is a point in 
N-dimensional feature space where N >> 1,000. Next, 
we identify the features that best discriminate be-
tween cells in the di�erent populations using a modi-
�cation of Fisher’s Linear Discriminant criterion. Final-
ly, we linearly combine the identi�ed features based 
on the LDA ML algorithm after suitably normalizing 
and weighting them to maximize discrimination. This 
results in M 1-dim classi�er feature de�nitions, one for 
each population. Thus, we collapse a multi-parameter 
space onto a 1-parameter histogram, which can be 
readily conceptualized and reported.

Application: Given a data sample, we compute the M 
classi�er features using the de�nitions determined 
during training for every cell in the data set, and then 
apply them to identify the M di�erent populations. 

This method e�ectively analyzes multi-parametric 
data sets by �rst obtaining the most discriminating 
features and collating the features identi�ed into a 
single ‘super-feature’ classi�er, which can then be 
used to identify the cells in the data set. The method 
is robust and generalizes well across multiple appli-
cation domains. In this paper, we discuss the appli-
cation of this method to the classi�cation of WBCs 
into �ve di�erent populations with widely varying 
prevalence and subtle morphological di�erences.

Methods

Data acquisition and generation of training 
and validation data

Image �les were acquired in �ow using the Amnis® 
ImageStream®X Mk II Imaging Flow Cytometer. Sin-
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gle-color controls were used to calculate a spectral 
crosstalk matrix that was applied to the image �les 
in order to isolate probed images into single imaging 
channels. Figure 1 shows the �ve-part panel designed 
to identify the eosinophil, neutrophil, basophil, mono-
cyte, and lymphocyte populations to use for training 
and validation of the classi�ers, as well as the test pan-
el that contained only the nuclear dye Hoechst, in ad-
dition to the BF and SSC channels. Figure 2 shows the 
gating scheme used to obtain the training and valida-
tion data for each of these 5 populations.

The compensated image �les were analyzed using 
image-based algorithms and the ML module in the 
IDEAS® 6.3 image processing and statistical analysis 
software package. While information from the �uo-
rescent markers was used to identify the �ve popu-

lations for training and validation, only the BF, SSC, 
and Hoechst channels were used to generate the 
classi�ers using the ML module. Representative im-
agery from the BF, SSC, and nuclear (Hoechst) chan-
nels of each of these identi�ed populations is shown 
in Figure 3.

Creating ML classifiers

Careful examination of the images shown in Figure 
3 for the �ve classes reveals that the di�erent class-
es exhibit variations in nuclear shape and size, SSC 

Figure 1. Panels used for obtaining training data (Panel 
5-Part) and test data (Panel Test).

Figure 2. Gating scheme to identify the populations for the WBC 5-part di�erential using immuno�uorescence to use for training and 
validation. First, the single, focused, and nucleated cells are identi�ed. From the nucleated cells, the monocytes (Mimm) are identi�ed as 
CD14+ (A) and basophils (Bimm) as CD193+/CD123+ (B). Then, the eosinophils (Eimm), neutrophils (Nimm), and lymphocytes (Limm) 
are identi�ed from the CD45 vs SSC plot (C). 

Figure 3. Representative imagery from the BF, SSC, and Hoechst 
channels used to train the Machine Learning (ML) classi�ers.
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intensity, and BF texture and size. Furthermore, the 
eosinophil and neutrophil populations can be readi-
ly separated using a combination of BF area and SSC 
intensity, as shown in Figure 4. We used this informa-
tion to design ML classi�ers that could separate all 
�ve populations robustly and optimally.

The LDA-based classi�cation methodology used in 
the ML module is illustrated in Figure 5.

Our classi�cation strategy using this module was as 
follows:

a. Create training sets of about 500 objects 
each for the lymphocyte, monocyte, and 
basophil populations. To account for sample 
and instrument variations, we included data 
from �ve donors acquired on two di�erent 
instruments.

b. Create ML classi�ers for the basophil and 
lymphocyte populations using Bimm and Limm 
as input training data for the ML module. 

c. Create ML classi�ers for the monocyte and 
lymphocyte populations using Mimm and 
Limm as input training data for the ML module.

d. Using the generated ML classi�ers from b and 
c, set up the gating scheme to identify the �ve 
populations, as shown in Figure 6.

Results

The classi�cation strategy to identify all �ve WBC 
populations using the basophil and the monocyte 
ML classi�ers had excellent qualitative concordance 
with immuno�uorescence, as shown in Figure 6. To 
quantify the degree of concordance, we computed 
the sensitivity and speci�city metrics, which are de-
�ned in Figure 7. Both metrics were well over 95% for 
all �ve populations. 

Once the classi�cation strategy was �nalized, we 
performed a comprehensive evaluation of the ML 

Figure 4. Plot of BF Area vs. SSC Intensity that demonstrates 
clear separation of the eosinophil and neutrophil popula-
tions, unlike the basophil, monocyte, and lymphocyte pop-
ulations, which are far more di�cult to tell apart.

Figure 5. Multi-parameter data classi�cation methodology using 
Linear Discriminant Analysis in the IDEAS® 6.3 ML module.
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classi�er performance by applying it to multiple 
test samples. We evaluated more than 150 sam-
ples obtained from di�erent donors on multiple 
ImageStream® instruments over several months. 
The �rst metric we evaluated was the relative per-
cent of each of the �ve populations in the sample 
obtained by immuno�uorescence compared to 
that obtained by the ML classi�ers. To do this, we 
stained every one of the 150+ samples with spe-
ci�c markers (Panel 5-Part in Figure 1) to identify 
the �ve cell populations by immuno�uorescence 
(Eimm, Nimm, Bimm, Mimm, and Limm), while also 
obtaining the �ve populations using the ML clas-
si�ers based only on BF, SSC, and nuclear imagery 
(Eclass, Nclass, Bclass, Mclass, and Lclass). 

For every sample, we veri�ed that the ML classi�ed 
population percentages were consistent between 
the data from Panel 5-Part and Panel Test to ensure 
that there was no compensation bias. The results are 
shown in Figure 8A. As demonstrated, there is excel-
lent sample-level correspondence between the im-
muno�uorescence and the ML classi�cation. The sec-
ond metric we evaluated was the correctness of the 
ML classi�cation results on a cell-by-cell basis. Using 
immuno�uorescence as the gold standard, we evalu-
ated the sensitivity and speci�city of the ML classi�ed 
populations using the formula shown in Figure 7. For 
the 150+ samples, we achieved on average more than 
97% sensitivity and more than 99% speci�city across 
all �ve cell types, with the breakdown for the individu-
al cell types shown in Figure 8B. These results provide 
compelling evidence that our ML-based classi�cation 
methodology using only the BF, SSC, and nuclear im-
agery can e�ectively identify populations without the 
need for specialized �uorescent markers. 

Conclusions

In this study, we described a classi�cation method 
using ML to distinguish cells based on their appear-

Figure 6. Gating scheme to identify the �ve populations 
using the ML classi�ers. An important attribute of the clas-
si�ers generated by the ML module is that the classi�er is 
positive for the associated population. We leverage this 
property to set up the gating scheme (A) to identify all 5 
populations (Mclass, Lclass, Bclass, Nclass, and Eclass) on 
a bivariate using the monocyte and basophil ML classi�ers. 
Lymphocytes are negative for both ML classi�ers, basophils 
are positive for the basophil ML classi�er, and monocytes 
are positive for the monocyte ML classi�er. As seen in Fig-
ure 6A, the neutrophil and eosinophil populations are both 
positive for the monocyte ML classi�er and form clearly sep-
arated clusters, which allows us to resolve all 5 populations 
in a single plot. For comparison, Figure 6B shows the Mimm, 
Limm, Bimm, Nimm, and Eimm populations superimposed 
on the same plot. Note the excellent concordance between 
the populations identi�ed by immuno�uorescence (B) and 
those identi�ed only using BF, SSC, and nuclear imagery (A), 
thereby demonstrating the e�cacy of this approach.

Figure 7. Quantitative metrics to evaluate ML classi�cation e�cacy 
compared to immuno�uorescence.
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ance with parameter-rich image data collected on 
the Amnis ImageStream high-speed imaging �ow 
cytometer. This approach is ideally suited to classi�-
cation problems that do not lend themselves to sin-
gle-parameter discrimination. The method, which is 
based on the LDA ML algorithm, combines multiple 
relevant and appropriately weighted discriminatory 
features into a single linear classi�er that can be used 
to identify cells that exhibit characteristics similar to 
the corresponding hand-selected truth populations. 
Once a classi�er is determined, it can be computed 

and applied to all samples in similar experiments. 

We also demonstrated the application of the ML 
classi�cation method to perform �ve-part di�eren-
tial analysis in WBCs without the use of immuno�u-
orescence. We showed that by intelligently combin-
ing key image morphology characteristics, we can 
obtain results equivalent to what is obtained with 
immuno�uorescence—both at a sample and an in-
dividual cell level—without the time and expense of 
needing to stain samples with multiple markers. In 
addition to these bene�ts, our results demonstrate 
that this classi�cation method is e�ective for appli-
cations where population detection by immuno�u-
orescence is either not possible or is impractical.

The ability of the computed ML classi�ers to gener-
alize across multiple experiments, instruments, and 
time points is in�uenced by the quality of the input 
training data and discriminatory parameters chosen. 
Through the WBC �ve-part di�erential example, we 
have shown that with appropriate training sets and 
image features that are known to be robust to ex-
pected variations, this method can generate highly 
e�cacious and robust classi�ers. We believe that the 
ML-based classi�cation framework described here 
for providing objective, multi-parametric statistical 
analysis of large data sets will serve as a powerful 
tool for �nding targeted cell populations in samples 
for a diverse range of applications.
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Figure 8. ML classi�er e�cacy assessment on 150+ test 
samples comparing the WBC �ve-part populations deter-
mined using immuno�uorescence (Eimm, Nimm, Bimm, 
Mimm, and Limm, obtained using the gating scheme 
shown in Figure 2) to the WBC 5-part populations deter-
mined using the ML classi�ers (Eclass, Nclass, Bclass, Mc-
lass, and Lclass, obtained using the gating scheme shown 
in Figure 6). Figure 8A shows the relative proportions of 
each of the 5 populations determined by the two meth-
ods. The pro�les match almost exactly in almost all cases. 
Figure 8B enumerates the degree of cell-cell concordance 
between the identi�ed populations for the two methods. 
With all values over 95%, we can conclude that the popu-
lations resulting from the ML classi�cation are equivalent 
to those obtained from immuno�uorescence.  

For Research Use Only. Not for use in diagnostic procedures. 
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 Resources

Amnis® AI incorporates the latest advancements in computer vision to create an intuitive  
and powerful image analysis tool.

Amnis® AI Image Analysis Software combines the power of high dimensional data reduction with artificial intelligence—o�ering an 
innovative way to analyze your ImageStream® and FlowSight® data. 

Amnis AI incorporates a number of recent advancements in machine learning, including computer-aided hand-tagging, clustering with object 
map plots, generation of a novel experimental model using deep learning CNN (convolutional neural network) algorithms, and confusion 
matrix tables with accuracy analytics.   

Combined with Amnis high-throughput imaging systems, Amnis AI provides an easy-to-use analysis tool, enabling researchers to harness 
the power of artificial intelligence to further their scientific discoveries.

Amnis® AI Image Analysis Software

For more information, please visit luminexcorp.com/imagestreamx-mk-ii/
For Research Use Only. Not for use in diagnostic procedures. Products are region specific and may not be approved in some countries/regions. Please contact 
Luminex to obtain the appropriate product information for your country of residence.
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Computer-Aided Hand-Tagging CNN Model Generator Confusion Matrix Analytics

Object Map

• Computer-aided hand-tagging identifies unique cell populations.

• Clustering with object map plots facilitates discovery of unique cell types.

• Generation of an AI model using deep learning CNNs supports robust classification of cell classes in future experiments. 

• Confusion matrix and accuracy analytics enable validation and exploration of your results.

• Reporting and batch updates of IDEAS® 6.3 data files ensure seamless result reporting.

Amnis AI works with IDEAS 6.3 to provide a simple workflow—from hand-tagging unique cell 
populations to creating figures and understanding your data set. It’s designed to enable more 
powerful investigation of the large number of images created by the ImageStream®X Mk II and 
FlowSight® Imaging Flow Cytometers.

Amnis® AI Image  
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Amnis® ImageStream®X 
Mk II 

Machine Learning for IDEAS 6.3 (IDEAS+ML) uses the Linear Discriminant Analysis ML algorithm to create linear classifiers 
that are optimized to maximize separation between input target populations. The software allows the user to visually hand-tag 
cells, and IDEAS+ML will create a unique classifier to identify all images with similar morphologies. With a simple and intuitive 
workflow, IDEAS+ML empowers users to take on complex multimodal image analysis with minimal training.

Machine Learning for IDEAS 6.3 is a module that can be added to your existing IDEAS 6.3 analysis software.  
It is designed to leverage the large image databases created by the ImageStreamX Mk II and FlowSight® 
Imaging Flow Cytometers.

In mitotic cells, IDEAS+ML combined the 
brightfield, tubulin, and DAPI images to 
create specific features for each phase 
of the cell cycle. IDEAS+ML o�ers:

• Simplified analyses

• Unique classifiers made by combining 
multiple images and morphologies 

• Simultaneous classification of two or more 
distinct populations 

• A fully-integrated workflow 

• A wide range of applications
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Learn more at luminexcorp.com/imaging-flow-cytometry
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A Multi-institution Intercomparison Exercise to Validate a Small Volume, Imaging Flow 
Cytometry-based Cytokinesis-Block Micronucleus Assay for Radiation Biodosimetry

Introduction
• Micronuclei (MN) are formed from whole chromosomes or 

chromosome fragments and are an indicator of DNA damage.
• The Cytokinesis-Block Micronucleus (CBMN) assay is

used to assess DNA damage in lymphocytes following 
radiation exposure, enabling dose estimates through the 
quantification of MN in binucleated cells (BNCs).

• The assay is typically scored by manual microscopy (Fig. 
1A), which is impractical during a large-scale 
radiological/nuclear event.

• Our group has recently adapted the CBMN assay to an 
imaging flow cytometry (IFC)-based method using the
Amnis® ImageStream®X Mk II System, allowing cellular 
images containing MN to be captured at higher throughput 
than microscope-based methods (Fig. 1B).

• The ImageStream®X Mk II System combines the speed of 
flow cytometry with the high resolution imagery of 
microscopy.

• Cells are illuminated by a brightfield LED and at least one 
laser to induce fluorescence, permitting image capture at 
rates upwards of 1,000 events per second (Fig 1C).

• All images are stored in sample-specific data files that are 
analyzed in the IDEAS® Software using a custom-designed 
strategy that allows the quantitation of MN in BNCs, enabling 
rapid dose estimates to be obtained.

Conclusions
• Adapting the traditional CBMN assay to an IFC method improves throughput due to rapid 

sample processing and data acquisition.
• Identification/enumeration of BNCs and MN has been fully automated through the use of 

powerful imaging algorithms in the IDEAS® Software.
• The IFC-CBMN Assay permits dose estimates within ±1 Gy from only 200 µL of blood–

which is sufficient for triage radiation biodosimetry.
• Results show the importance of a laboratory-specific calibration curve to account for 

variations in sample processing.
• Future work will explore the validation of micro-culture volumes, as well as the use of 

alternative DNA stains and biomarkers to improve the assay.
• This work furthers the applicability and practicality of the CBMN assay following a large-

scale radiological/nuclear emergency.

Matthew A. Rodrigues,1 Lindsay A. Beaton-Green,2 S. Lachapelle,2 Qi Wang,3 Mikhail Repin,3 Jay Perrier,3 David J. Brenner,3
Helen C. Turner,3 Ruth C. Wilkins2
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Figure 2: Rate of MN/BNC versus dose for 10 experiments following 68 hr culture of 200 µL whole blood 
from 10 individual donors, irradiated up to 5 Gy. The average rate of MN/BNC is plotted and fit to a linear 
quadratic equation; error bars represent SEM.
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Innovation & Impact
The Cytokinesis-Block Micronucleus (CBMN) assay has been adapted into a fully automated method for high-throughput biodosimetry screening using imaging flow cytometry (IFC). 

Our work demonstrates that this technique can provide dose estimates (±1 Gy) for rapid dose assessment between 0–5 Gy. 
Results establish that this novel, small volume, semi-automated IFC-CBMN assay for rapid biodosimetry may improve the response capacity following a large-scale radiological/nuclear event.

Figure 1: Images of BNCs and MN captured with (A) fluorescence 
microscopy and (B) the ImageStream. (C) Optical layout of the 
ImageStream.
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Results

Table 1: Number of samples with passing dose estimates for each institution. A 
correlation between the failure rate and a low number of BNCs (i.e., less than 
100) can be seen. Fresh samples yielded higher numbers of BNCs than 
fixed/shipped samples.

Figure 3: Estimated dose as a function of the delivered dose for seven blinded 
samples from each lab. The solid line represents a slope of one, where the 
estimated and delivered doses are equal; the short and long dashed lines 
represent ±0.5 Gy and ±1.0 Gy respectively from the ideal dose estimate.

Methods
Dose response calibration curve and interlaboratory comparison

• Whole blood samples from 10 donors were irradiated at the host institution in a cabinet
X-ray (XRAD320, Precision X-ray, at 250 kVp, 12.5 mA with a 2 mm Al filter) within the
0–5 Gy dose range to create a calibration curve (Fig. 2).

• Additional samples were irradiated at 7 doses between 0–5 Gy, at a dose rate of 1.7
Gy/min, and blinded. Samples were evaluated at the host lab and two receiving labs to
generate dose estimates.

Fixed Samples Fresh Samples

Sample 
Number

Number 
Passed 
(±1 Gy)

Pass 
Rate 
(%)

Number 
Failed 

(with <100 
BNCs)

% Failed 
(with <100 

BNCs)

Sample 
Number

Number  
Passed 
(±1 Gy)

Pass 
Rate 
(%)

Number 
Failed 

(with <100 
BNCs)

% Failed 
(with <100 

BNCs)

Host lab --- --- --- --- --- 42 39 93% 0 N/A
RL1 21 14 67% 6 86% 21 15 71% 0 N/A
RL1* 20 14 70% 5 83% 20 14 70% 0 N/A
RL2** 21 13 62% 6 75% 41 24 59% 5 29%
*Based on RL1’s calibration curve. **Based on the host lab’s calibration curve.
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